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Abstract

This dissertation advances knowledge of an under-investigated aspect of gender and
health: what are women’s unique patterns of migration, and how do they contribute to
health risks such as HIV/AIDS in southern Africa? Empirical studies of women’s
migration are few in number, in part due to data limitations and measurement biases;
existing datasets typically still reflect only a small part of female mobility. Research on
migration and HIV/AIDS has almost exclusively focused on male labor migration,
finding migration to be a risk factor for men and their non-migrant partners, yet often
failing to measure the HIV risks of migration for women. Bodies of literature on
migration in sub-Saharan Africa have largely presumed a stable female-headed household
to and from which male migrants circulate. The very manner in which migration is
conventionally studied is shaped by the paradigm of male labor migration, and thus it
fails to capture the complexity of women’s mobility, and women’s increasing

participation in migration in Africa today.

This dissertation pursues three sets of questions: 1) How extensive is women’s
participation in migration in southern Africa? Has it increased? What are its
characteristics? 2) What are the major causes of migration in southern Africa, and do
they differ for men and women? 3) How has migration influenced patterns of HIV/AIDS

infection in southern Africa? Does migration present a higher HIV infection risk to



women than to men? If so, why? | pursue these questions with demographic, social and
HIV surveillance data collected from some 45,000 adults since 2000 by the Africa Centre

for Health and Population Studies, a research center based in rural KwaZulu-Natal.

Findings of this study are that the use of innovative measures erases any assumed
predominance of males in migration, and reveals distinct sex differences in migration
patterns. Furthermore, all of those who are more mobile are at higher risk of HIV
infection relative to their more stable counterparts, not only the non-residents,
disproportionately male, who would in conventional approaches be defined as the
population’s “labor migrants’. Moreover, migration has a different impact on the risk of
HIV for each sex: women’s involvement in migration exacerbates their already
disproportionate infection risk relative to men. The influence of higher risk sexual
behavior on prevalent HIV infection is modified both by sex and by participation in
migration, net of the effects of other covariates of infection. Aspects of the migration
experience render its ‘behavioral consequences’ more hazardous for women. This study
points to an urgent need for HIV prevention efforts in the population, and highlights the

particular vulnerability of migrants, especially female migrants, to HIV/AIDS.
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Chapter 4

Gender and the Consequences of
Migration for HIV/AIDS in South Africa

Introduction. This chapter presents an analysis of sex differendég iHIV
risks associated with migration in the adult populatieimdj in a primarily rural area in
Umkhanyakude District, KZN, South Africa. This popwatdiffers from the one for
which findings were presented in Chapters 2 and 3 in a kpgce the time period for
eligible household membership is shifted just over twosy@axvard, to 01 June 2003,
when the population eligible for the first round of anwaiiIV surveillance study of
the Africa Centre for Health and Population Studies egiablished. The population also
does not restrict, but includes, individuals who were mesnblemore than one
household, in order to maximize the available HIV datas Thapter also differs from
the previous two, in that migration events precedinggerdtian subsequent to, the
household membership eligibility date are measured. Whalérgt round of testing
offers only a measure of HIV prevalent infection in pagulation (and it is impossible to
know at what point in time individuals became infectethwhe virus), all information
on the migration patterns, as well as their antecedeporally precede the HIV test

date. Causality cannot be inferred, but the data wilhfegrnative. Further, an
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analysis of the association between patterns ofatigr and HIV incidence, using
information from those who patrticipated in both of finst two rounds of HIV
surveillance, will be carried out to interrogate whetierfindings of cross-sectional
analyses are confirmed by longitudinal data.

Studies linking migration to HIV in sub-Saharan Africa aumerous, having
accumulated since nearly the start of the epidentizemegion. Yet, remarkably few
studies have measured the HIV risks associated with naigriar women, and fewer still
have undertaken any sex comparison in the HIV riskscaged with migration. None
have done so in a South African population, and none hagtertaken a direct statistical
comparison of such risks for men and women (involving a poadalysis of men and
women, using interaction terms of the migration ew®nsex), to my knowledge, in any
population in the region. This study will be the fisido so, and also the first to
describe patterns of prevalent HIV infection by differgmpies of migration and mobility.
Such an analysis is needed in order to more fully unaersbee ways in which gendered
patterns of migration may be contributing the wide dspatities in HIV prevalence in
South Africa, and to consider the HIV/AIDS preventand care implications of such
findings.

Benefits of migration. To balance this analysis of a key negative consequénce o
migration in southern Africa— HIV/AIDS, and its risk tiee migrant and to the
‘sending’ communities to which he or she returns— | begth a brief review of what
are known to be the benefits of migration for migramtd their families. After all,
voluntary migration would not be undertaken in South Afsere it not tied to

aspirations and an expectation of improved life conaktioA body of literature on the
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socio-economic benefits of migration is nearly agdaas the literature on migration
overall: it is a central theme to the discipline. Nyeavery study of the impacts of
migration focus on its key role in socio-economic miopdnd development
(e.g.)(Todaro 1976; Sabor 1979; Stark 1991; Massey, Arango et al.vE998er Berg,
Burger et al. 2002; Kothari 2003; Zuberi and Sibanda 2004; Massey Piedéa,
Findley et al. 2006; Halliday 2007). Fewer studies have docaaéiné socio-economic
consequences of specificallbomen’smigration in sub-Saharan Africa, but those that
have are reviewed here: a highlight in the historicsgaech is Bozzoli's documentation
of the multi-generational social mobility that resdlfeom the migration of a generation
of women from Phokeng (Bozzoli 1991). This account dessab@ulti-generational
accumulation of socio-economic advantage for those wvtdertook a rural-to-urban
migration: the children and grandchildren of female migramthis community took
advantage of opportunities for urban settlement, educatidroccupational mobility that
were not available to the descendents of those ‘Ié&fndé

Recent research from demographic surveillance sitegsuth&\frica has also
documented the benefits, to households, of sending ademgtant. Households clearly
benefit from having any member who is a temporary labgrant: these households
have a higher socio-economic status than those who d€allihson, Tollman et al.
2003; Kahn, Collinson et al. 2003). Yet households especiatigfive the migrants is
female: they remit more income to households than de marants, despite lower
likelihood of formal employment (Posel and Casale 2003)la@id lower earnings
(Collinson, Tollman et al. 2003). Kahn and colleagues fousmall protective effect on

the health of children in households in which the motees a migrant worker (Kahn,
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Collinson et al. 2003), but cautioned that “where so@alorks through extended
family are strong enough to assume these childcare relspitias, the net effect on
children can be positive. Where not, children may expeei@eglect following migration
of their mothers.” Indeed, Case, Ardington and colleapage documented health and
education risks to children living apart from their moth{&sllinson, Tollman et al.
2003; Case and Ardington 2004; Case, Hosegood et al. 2005; ArdiGgiemet al.
2007).

Kothari has explored the factors that permit peopleatticipation in migration,
positing that an individual's level of access to varifoums of capital (human, social,
political, economic and so on) characterizes the deagresich they are excluded from
the migration process (Kothari 2003), and other reseancls te confirm that a modicum
of resources is required for migration: poverty is a eafsnigration, but the poorest
households are unable to send a migrant (Collinson, Tokhah 2003). At individual
level, socio-economic position (measured, e.g., by educktvel, employment status or
income) is associated with the decision to migrateviddals move to seek employment,
escape from poverty and provide financial support to the isrithey leave behind
(Ibid.; (van der Berg, Burger et al. 2002; Posel and Casale .260@3)the most part,
migration confers a distinct economic benefit to betndle and male migrants and to the
households in which they are members.

The HIV/AIDS-related consequences of migration in southern Africa. While
the economic benefits of migration in sub-SahararcAfare clear, the health benefits of
voluntary migration in the region are more mixed. Hmadly, the role of migration in

the spread of infectious disease, and especially HIV/AiD®ell-researched: urban
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areas, with social conditions which facilitate higixsal partner change rates and
elevated probabilities of transmission, are frequehgyreservoirs of HIV infection that
then spreads to more remote areas via the corridorgjof population movement.
Since the early stages of the southern African paitjemfiections in rural areas have
been traced to those who had been in urban area®(domchMothibeli et al. 1991; Garin,
Jeannel et al. 1993; Glynn, Ponnighaus et al. 2001; CofferetBat al. 2005); infection
rates have been higher along roads (Wawer, Serwaddal8®al Barongo, Borgdorff et
al. 1992; Tanser, Lesueur et al. 2000); and truckers have beehtfobe at higher risk
because of their greater mobility (Bwayo, Plummen.et@94; Mbugua, Muthami et al.
1995; Glynn, Ponnighaus et al. 2001; Ramjee and Gouws a 2002)réderd research
has focused on the implications of mobility for theesyl of HIV-1 genetic diversity
(Perrin, Kaiser et al. 2003).

The bulk of literature on the role of migration in §gread of HIV/AIDS in
southern Africa (and in the region overall) has atmexclusively focused on the
strikingly high HIV risks to male labor migrants. Numes studies in the region have
found labor migration to be a risk factor for men amgirtnon-migrant female partners
(Jochelson, Mothibeli et al. 1991; Nunn, Wagner et al. 19@&¢e| Harrison et al. 1997;
Brockerhoff and Biddlecom 1999; Hope 2000; Hope 2001; Lurie, Willieinad. 2003;
Coffee, Garnett et al. 2005; Desmond, Allen et al. 2005;&wmrie et al. 2005).

In his critique of the public health literature on migsatand HIV/AIDS, Hunter
(2007) was the first to note that few studies have ingatexl the assumption that
migration is predominantly circular, or examined the gbuation of women’s migration

to HIV. This literature has presumed a stable femalddwhousehold to and from
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which male migrants circulate; generally, the mobilityesnale partners has not been
measured, and HIV risks to female partners were preswmegult purely from
unprotected sexual contact with the migrant male pa¢tmeanother partner). For
example, an often-cited study on HIV and migration int8@\frica found that migrant
men were 2.4 times more likely than non-migrant meoetéllV-infected (Lurie,
Williams et al. 2003). In 71.4% of discordant couples lmcl the male partner was a
migrant, the male was the infected partner; but inlaofig-third of these couples (29%),
the female- whose patterns of mobility were not messuwvas the infected partner
(Lurie, Williams et al. 2003).

Notable exceptions to the research measuring the HIVtasken only include
an early study by Karim and colleagues (Abdool Karim, Ab#@oim et al. 1992)
finding that migration increased infection risk by almibsee-fold for women and seven-
fold for men in KwaZulu-Natal. Strikingly, after thssudy in 1990, no other South
African study examined the role of migration in HIV infiea in women until 2003,
when Zuma and colleagues examined migration among worsgingenear a mining
area in South Africa (Zuma, Gouws et al. 2003). This stodgd a 60% higher odds of
HIV infection (OR 1.6) in migrant vs. non-migrant womemgrant women were older,
were also more likely to report having had two or moréneas in the past year, and
were less likely than non-migrant women to have usedas. This study undertook
no sex comparison, but was limited to women.

These studies are joined by three others from themegioich found higher risk
behavior and HIV prevalence in mobile compared to womém stable residence in

Tanzania (Boerma, Urassa et al. 2002; Kishamawe, Viesals2006), Senegal (Pison,
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Le Guenno et al. 1993) and Cameroon (Lydie, Robinson 20@4). Some of these
studies compared not only stable versus migrant womemjdmtxamined the
migration-related risks of HIV for men and women, resgebt; migration-related HIV
risk appeared to be higher for men (Pison, Le Guenno E32R; Lydie, Robinson et al.
2004), although a statistical test of the sex differend¢ba migration-attributed HIV risk
was not undertaken. In contrast, a study in Tanzaniaeshthat men’s mobility had no
affect on their risk behavior or HIV status, but thos@séfemale partner was a migrant
reported higher risk behavior (Kishamawe, Vissers &04l6). No study to date has
compared the risks of HIV to migrant men versus mignarhen in South Africa.

Such a comparison is important for understanding theliatemigration may have
played in producing the startlingly disparate levels Bbf prevalence in South African
men and women: a recent study from KZN found 27% of aduthen versus 13.5% of
adult men were HIV-positive (Welz, Hosegood et al. 20@gcause a sex comparison of
the HIV risks related to migration has not been undertakerfull contribution of
migration to these large sex differentials in HIV nskinknown. Further questions remain
about the role of gender in the migration processeseofand women which would
facilitate the levels of HIV risk to which they arepesed: given that men and women
migrate to different types of places, are they theeeéxposed to sexual networks with
differential levels of HIV prevalence? HIV prevaée varies widely by types of
geographic areas even in regions where epidemics aveerfee., and HIV/AIDS research
has increasingly focused on HIV transmission “hot spogsivironments in which levels
of HIV prevalence in networks of sexual partnershipshagh, increasing the probability

of infection within a given sexual act for individualgpesed to those networks (Morris
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and Kretzschmar 1997; Garnett 2002). As described previouslyemwar more likely
than men to migrate to informal settlements or sralhts in predominantly rural areas
(Lurie, Harrison et al. 1997; Collinson, Tollman et al. 2a88nter 2006). High levels of
HIV prevalence have been documented in South African urbiaimg areas, ports and
other large male migrant labor destinations since tHg stages of the epidemic (e.g.)
(Jochelson, Mothibeli et al. 1991; Williams and Campbell 1988) more recently,
population-based studies in South Africa have found rdtef\bto be almost twice as
high in informal settlement areas, compared to urbamaatlareas (Shisana and Simbayi
2002; Pettifor, Rees et al. 2004; Shisana, Rehle et al. QODBDS finding is matched in
other research in the region showing higher HIV prexadeates in informal settlement
areas, relative to rural or urban areas (Boerma, Uedsala2002; Coffee, Garnett et al.
2005).

Alternatively, are men or women differentially mdikeely to engage in higher risk
sexual behaviors because of migration? Qualitative rdséanminates the social reality
underlying studies of HIV prevalence in such settings, thenton destinations of female
migrants in southern Africa: the economic opportuniiesilable in small towns, work
sites and informal settlement areas (in contrastea@tiverty of surrounding rural areas),
are accessed by men primarily through at least sporathssto formal employment, and
by women through offering sex in exchange for money és ¢ifunter 2002; Desmond,
Allen et al. 2005; Hunter 2006), not only by women who iderggycommercial sex
workers (e.g. see (Campbell 2000)) but by a variety of @o(@esmond, Allen et al.
2005). Hunter has highlighted how movement between rudalidran areas can foster a

woman having more than one “main” lover; it is these migh whom condoms are the
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least likely to be used (Hunter 2004). Moreover, in dexdrof declining marital rates
(Hosegood and Preston-Whyte 2002; Posel 2004; Hosegood, Ma&Gedtl2008), pre-
marital sexual relationships have become charactebgedsex-money exchange,
particular among younger sexually-active adults (Hunter 2868kow, Zulu et al. 2002;
Posel 2005).

In summary, remarkably, to date no study has compared tteersadf mobility of
South African men and women, nor has any study compsasadal behavior and HIV
infection rates of male and female migrants and nagranis in South Africa, despite very
high rates of internal migration and of HIV prevalentéhe nation. Research is needed to
elucidate the ways in which the gender dynamic of migmnaaffect patterns of HIV/AIDS
in South Africa. Can South Africa’s explosive HIVIAS epidemic be explained by the
proliferation of ‘high risk environments’, characterizedlénge sexual networks in which
HIV is highly prevalent, and transactional sex, whictyjsfied by frequent changes in
sexual partnerships and inconsistent condom use? Whatae$ migration play, as a
social antecedent to the growth of transmission spots’ and the behavioral risks
associated with them? Greater clarity needed odiffiexences in theleterminantof
migration and in theonsequencesf migration related to HIV/AIDS. The role of gender in
producing these sex differences has yet to be exploited.hoped that this study will
contribute to an improved understanding of the relatipnséiween HIV/AIDS and
migration in South Africa, by elucidating the risks thagmation poses to men and women,
using a full range of measures to ensure that thoseatisksieasured adequately for

women, and exploring what may account for those risks.
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An analysis of the HIV risk associated with migration for wonen and men in
a predominantly rural area of KwaZulu-Natal, South Africa. This study addresses a
major gap in the research on HIV and migration. Its @yéo establish whether gender
differences in patterns of migration in South Africatiadly account for sex differences
in HIV infection rates; and b) to identify the possib&isal mechanisms by which
migration patterns help to explain women'’s disproportelyaigh risk of HIV infection.
The analyses are carried out using a set of unique datafd@mographic surveillance
located in Umkhanyakude District. The setting and datacedar this study have been
described in the previous chapters and that description repeated here. A key
contribution of this analysis is that, as in the prasichapters, it uses a range of
measures that more thoroughly capture women'’s pattemgcdtion and mobility than
those typically utilized in studies of migration and HNDS.

Research questions and hypothesed.he following questions are pursued in
this analysis: Does migration increase the odds ofiRi&ttion for men and women
equally, net of the effects of other factors that ieffice risk? Are certain patterns of
migration more sensitive than others for the prediadibHIV risk, and do these vary by
sex? To what degree are the large sex differentididV risk accounted for by
differences in men’s and women’s patterns of movemém&?there sex differences in
the level of HIV risk that migration confers becausenraed women migrate to different
types of places, and are thus exposed to sexual netwahkdifferential levels of HIV
prevalence? Alternatively, are men or women diffaadly more likely to engage in
higher risk sexual behaviors because of migration?

The key hypotheses embedded within these questions are dispidyigure 4.A.
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Figure 4.A posits, principally, that migration leads torameased HIV risk, via two main
mechanisms: 1) migrants may have a greater HIV infecisrbecause the places to
which they migrate-- and the sexual networks to which #neyexposed-- may be higher
in HIV prevalence than the places from which theyioatgd; and 2) the social context
of migration, related to social instability, anonymityddmancial hardship, leads to
higher risk sexual behavior among migrants than non-ntigir&econdly, sex may
modify the relationship between migration and HIV riskcial disadvantages to women
may increase their migration-related risk of HIV relatio that of men who migrate.
Thirdly, various characteristics of individuals may pspdse them both to migrate and

to engage in higher risk sexual behavior.

Figure 4.A: Factors that link migration to HIV risk in South Africa

Higher risk environment (higher HIV
prevalence in pool of sexual partners)
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Behavioral consequences of migration
(higher number of sexual partners; more
frequent partner exchange; higher-risk sex)
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“Predispositionto .-~
risk-taking”

| will first determine whether migration and sex indepenlyeoredict HIV
infection in the population, net of the effects okkripredisposition” and any other

covariates of infection. | then will determine whatlsex differences in infection rates
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can be partially predicted by sex differences in pagtefrmigration, i.e., whether there is
a significant interaction between sex and migration,raiggation confers a greater HIV
risk to women than to men.

Should this hypothesis be confirmed, | will undertake furtmalyses to clarify
whether sex differences in the migration risk assediavith HIV are at least in part due
to the sex composition of the population of migrants ‘n@gration results in a higher
risk of HIV among women than among men, because there are more femalesthe
migrants rather than solely due to true sex differences inetfect’ of migration; i.e.,
‘migration confers a greater risk to women than to méBécause ‘composition’ is not
part of the causal pathway, it is not displayed in Figuke) Descriptive data and
findings of logistic regression will be used to addréssdounterfactual question, what
would the prevalence of HIV be in male migrants, if rhad the same migration risk as
women? | will force an ‘equality’ of migration effeloy assigning women’s migration-
associated HIV risk (derived from the OR for migrationwomen) to men’s distribution
of migrants vs. non-migrants, and generate rs@wulatedHIV prevalence estimates for
males! The same exercise will be carried out for femalBise simulated and actual
estimates will be compared to determine whether seardiites in migration-associated
HIV risks are compositional, or are doelyto sex differences in the ‘effect’ of migration.

It is possible that both compositiand sex differences in the ‘effect’ of migration
could influence sex differences in HIV infection. Thuegyardless of whether or not the
‘compositional hypothesis’ is rejected, | will proceedhnanalyses to determine a
possible causal mechanism to explain any observed sexethifie in the risks associated

with migration, i.e.men’s and women’s behavioral responses to migration differ: female
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migrants engage in higher risk sexual behavior than male migregttsuld this

hypothesis not be supported, i.e., there are no sigrifit@rences in the sexual

behavior of male and female migrants, the findingstdoithe ‘higher risk environment’
hypothesis: female migrants are more likely than madgants to migrate to destinations
high in HIV prevalence, where they have a higher prdibabif infection for any given
act of unprotected sexMigration confers a greater risk to women than to men, because
female migrants are exposed to sexual networks higher in HIV prevdlenrcare male
migrants“’ With the available data, | cannot directly test tlyipothesis. However,
should the third hypothesis be supported (sex and migratemraat to predict a higher
odds of infection for female migrants), and if neithemposition nor behavioral
differences can account for the finding, the finding waqaddht to this hypothesis as an
explanation that should be pursued in further researbhs, the research questions and
associated hypotheses will be addressed in the followemgence:

1.) Are HIV infection rates higher among females taamong males, regardless of
migration statusHypothesis: The odds of HIV infection are higher among females
than males.

2.) Are HIV infection rates higher among migrants than-migrants, for both sexes?
Hypothesis: The odds of HIV infection are higher among those who enrgiative
to those who do not, net of the effects of sex and other covariates.

3.) Can sex differences in HIV infection rates beiply explained by sex differences in
migration patternsklypothesis: The odds of HIV infection are higher for female
migrants than for male migrants (and non-migrants of both sex@®)uld this

hypothesis be confirmed, | will examine three possibldagmgtions for the finding:
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a)

b)

Compositionthe HIV risk associated with migration differs for men and women
because women are more likely than men to migiidte.sex composition of the
population of migrants may partially account for any obseisex difference in
the ‘effect’ of migration on the odds of HIV infection.

Heterogeneous behavioral consequendés behavioral consequences of the
decision to migrate vary by seXVYomen who migrate may be more likely than
their male counterparts to engage in higher risk sexurivii@r. Do sex
differences in the sexual risk behavior of migrants andmigrants ‘explain’ an
interaction between sex and migration in the prediabibHIV risk?

Higher risk environment hypothesidigration confers a greater risk to women
than to men.There may be differences in HIV prevalence ingteual networks
women and men are exposed to in the destinations to wWigghtigrate. This
hypothesis cannot be directly tested using the data blaftar this study; yet if
hypotheses 3. a) and b) are rejected, findings point to gwbyldy that HIV risk
is greater for female migrants than male migrants (aalé and female non-
migrants) due to higher prevalence levels in their migratestinations. If
warranted, | will examine whether sex, migration and bielhdogether (in a
three-way interaction) predict HIV infection risk. Thests whether, for a given
level of sexual risk behavior, such behavior places lemagrants at greater risk
of HIV than it does for male migrants or non-migraot&ither sex. The
hypothesis to be tested is that sexual behavior affidtsisk differently for men
and women; and the relationship is further modified by wdredh individual is a

migrant.
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Methods

Dataset development The first round of an annual HIV surveillance study was
carried out in the DSA from 2003 to 2004. An ‘eligibilitytl was generated using
ACDIS data using the date of June 1, 2003; those eligibleaicipation in the HIV
survey were all men aged 15 to 54, and all women aged 15 tchd9yeve registered
members of households and resident within the survedllarea, and a random sample of
12.5% of registered household members within the age rangadhrsex who resided
outside of the surveillance area, on that day; thisimtaaded to be an open cohort to be
re-selected annually. The existing ACDIS database dirigewas used as sampling
frame, and stratification was carried out by sex anthéylace where the non-resident
was living (i.e. urban center vs. other rural area).

This analysis uses all current available data for the papao| and for the non-
resident sample. However, rather than to combine tpalgiion and the sample |
analyze data for the non-residents separately, and foess analyses on the population.
| do so because the estimates for the population ac more stable, and the population
much more representative of the ‘true’ population, tkahe case for the sampled non-
residents. To explain further: current ADCIS data shuat there were 47,001
individuals who were age-eligible for testing (by sex) arere members of at least one
household membership on 01 June 2003. Further examinationddtHizse showed
that 545 of these individuals lacked essential ‘memb&ustdbservation’ data either
before 01 June 2003, or within a year following that date.alse very limited time-

relevant data would be available for those individuaky were dropped from the

170



dataset, yielding a final population of 46,456 individuals. tH@ée individuals, 30,022
(64.6%) are now classified as having been a resident hodsekatber on that date, and
16,434 (35.4%) are now known to have been a non-residentioddigeember on that
date. The original 12.5% sample of non-residents rekurdtthe collection of HIV test
data for 2,025 sampled individuals, of whom n=1,808 are retrogplgcseen to have
been eligible for testing on 01 June 2003; of these 1,808 dhuilg, 530 (29.3%)
participated in testing. Yet updated information reveas dnly 1,547 of the 1,808
individuals were actually non-resident at the time (26lewet). Thus, of the 16,434
eligible actual non-residents on that date, only 1,547 (Pwiéte sampled, and only 428
(2.6%) participated in testing.

Thus, rather than to pool data from this very specd#io@e, with limited
representativeness, with data from the overall populééind to use the sample weights
associated with sample selection probabilities froa time), | analyze them separately
and focus this analysis on the n=44,648 individuals eligdyi¢eisting who were not
included in the original non-resident sample. For sanayses, | further restrict the data
to the population of individuals who were truly residentmhbers of households on that
date.

According to records of that time, and as described prdyi@d&lz, Hosegood
et al. 2007), 19,867 of all eligible individuals were sucedigstontacted, and it was
previously reported that some 58% of contacted individualsesdad to test for HIV
(56.4% of males and 59.4% of females). Updated data shathis ichapter suggest that
22,092 individuals were successfully contacted; 12,098 (54.8%gsé¢ tindividuals

participated in testing (and met the criteria for thialgsis; some individuals who
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participated in testing are not included in this analysisiagetrospectively seen that
they were not age-eligible, or were not household mendrefd June 2003.)

A limitation of this study is that the outcome measutlV infection, is likely to
be subject to selection bias, due to systematic diftesebhetween those participated in
HIV testing and those who did not. Fortunately, datenfACDIS were available for
those who opted out of the HIV test survey, perngtanalytical comparisons of the
characteristics of ‘testers’ and ‘non-testers’ idesrto determine, to the extent possible,
the direction and strength of the selection bias.rrected the data for sample selection
bias on fifteen observabtmvariates of testifgusing Propensity Score weighting. The
purpose of generating a propensity score is to determirgapensity of responding (i.e.,
participating in HIV testing) for all of the memberstbé population, which is then used
as a non-response adjustment weight in the analysedescribed by Little and Rubin
(2002), the non-response bias on these observable chstatean be corrected with
use of theWeighted Complete-Case Analysmswhich respondents are weighted
differentially (on the basis of observable charasties of non-respondents) to make
them more representative of the population. In thdattX; covariates are observed
for both respondents and non-respondevitss the missing data (participation in testing)
indicator (where non-respondent = 0 and respondent T ¥ propensity score

specification is estimated using a logit model, i.e.:

In[Pr(M = 1) / (l - PF(M = 1))] :ﬁo + leli + BZXZi + ...ﬂixi

WhereX; ... represents the covariates of testing. The predictdshpiities from

this model are the ‘propensity scores’. | then welatrespondents by dividing the
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mean HIV test participation rate by the predictions efrégression, i.e. weight=r(mean
tested) / Pr(M = 1). This propensity score weight was tsed as a frequency weight
when generating percentages of the population by certaraakristics, and was used as
a frequency weight when fitting the substantive models shawhis chapter.

The dataset used for this analysis also included informabomthe second
round of a Household Socio-Economic Survey (HSE) of idd&is and households,
which was carried out in the same time period as theHilV surveillance study, in 2003
and largely the first half of 2004. Of the 46,456 age-andeigile population, HSE
round 2 data are available for 42,570 (91.6%). Missing value®feparticipants are
coded as such for categorical variables in order tonratalarge as possible a population
for substantive modeling; where values for continuouslas were missing, the
missing value was imputed using the mean value for the rmeginm population. The
dataset also includes information on partnership statuseaedt pattern of presence in
the household, collected prior to the HIV test visit dat®1 June 2003 with the use of
other ACDIS questionnaires.

Finally, the dataset uses information on sexual behawdected in the same
round as the HIV test data, for men and women using gm@dvénd Women'’s General
Health Forms (MGH and WGH). Participation rates m finst MGH and WGH were
low, particularly among men: of the 21,619 age- and membeedigiple males (in the
population, not the non-resident sample), only 5,901 (27.3%¢ipated in the
guestionnaire; of the corresponding 23,029 females, 11,293 (49%)pzded.

Moreover, individual item non-response is moderately fiag some items (particularly

the sensitive sexual behavior measures.) Missing datacedeel as such for categorical
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variables; for continuous variables, missing data wersar@atively imputed with
appropriate mean values.

Data collection. The Africa Centre’s initial data collection in 2000 esisti#d
the foundation for a longitudinal surveillance systemuti®e data collection includes
descriptive characteristics of homesteads and houseldeld®graphic data on all
individuals and detailed reproductive histories for all wormged 15 to 49. Almost
annually (in 2001, 2003, 2004 and 2005), the DSS collected data oarezab
socioeconomic position of individuals and households éslgcation, employment,
household income and assets), housing and health-caf@uwsey 6-monthly update
rounds, data are updated and births, deaths and migrationsvilothACDIS and
outside) are recorded.

HIV surveillance. A population-based serological survey for HIV, to be
performed annually, was established in 2003 as an additiomganent of data
collection. Every resident adult member of ACDIS ikesisto consent to an HIV-test
once every year during a data collection round. HIMn@SELISA) uses the fingerprick
dried blood spot metho§The first round of HIV data were collected betweemeJR003
and December 2004 for all eligible residents. As previonstgd, all females aged 15 to
49 years and all males aged 15 to 54 years resident in ACB®igible for HIV-
testing; men were included up to age 54 since the age aionfand age at onset of
AIDS is typically 5 to 10 years later in men than in vesm

Behavioral surveillance.The collection of data on sexual behavior in the MGH
and WGH paralleled the surveillance design: since June 2688yioral data are

collected annually among all eligible residents ander#dmdom, stratified sample of
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12.5% of non-residents. The Centre adopted two methodsegaollection sexual
behavior data: 1) a standard face-to-face interview foramal 2) a “voting box”
methodology to reduce the social desirability bias aasediwith the collection of
sensitive data. The two methods were implemented in todes able to determine what
approach is most useful for obtaining valid data on sexels\dor in subsequent annual
data collection rounds.

Secret voting methodologyPrevious research had shown that data collection
methods that combine face-to-face interview with confidéself-completion methods
can reduce social desirability bias in surveys of sexelawior and provide more
reliable data on the behavioral determinants of the sarfe&dls than other methods
(Gregsoret al, 2002b). This bias can occur when data are sought on atibude
experiences that conflict with dominant local sociaihm& respondents may tend to
provide a socially desirable response based on their permepif the views of the
person(s) conducting the interview. The Africa Centigpted for its use a methodology
which proved acceptable to a rural, basic-literate populati an area of high HIV
prevalencé’ This methodology combined the guidance of an intervieabuild rapport
and motivation and to clarify questions, and respondentseaipletion of an answer
sheet to guarantee privacy of his or her responses téigewggiestions. In this method,
the interviewer reads aloud the questionnaires item, toméirae, and the respondent
marks his or her answers in the appropriate box on avearshieet. VVoting boxes have
lids that respondents can use as screens to concdahehavrite, and are pre-locked
with keys held by supervisors. After completing the anshieet, respondents are

instructed to place it into the box. Responses to sengjtiestions are not spoken aloud,
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and information provided is kept secret from interviewénsvaluated whether there was
a statistically significant difference in the respanpeovided in the context of the two
data collection methods in men, women, and the total ptipn) respectively, to
determine whether a ‘method’ variable should be includedhitieng substantive
models for these analyses. No differences were ddtdberefore such a variable was
not included.

Variables. As in the previous chapters, several measures of migratio
mobility were used for these analyses, but in this chapéemeasures are retrospective,
valid for the period between the start of the DSS in 2060QinJune 2003, the
‘eligibility’ date for HIV testing. | constructed sevé@ichotomous measures: a measure
of any individual or household migration of any type siteedtart of the DSS (vs.
none); any individual in-migration (vs. none) since tlatsany individual internal
migration (vs. none) since the start; and any individuaoigration (vs. none) since the
start. | also constructed more recent versions skthariables, valid for the period of
two years prior to 01 June 2003. | also examine the numbmeigodtions by type for the
period, and use a summary categorical measure of nond,Z@& more migrations since
the start and in the prior two years.

A sensitivity analysis was carried out for the measafegxual behavior from
the MGH and WGH (only those in common for both menwaacdhen, so that pooled
analyses could be carried out). The variables mostgbrexlof HIV infection were: the
reported numbers of partners in the lifetime, past gadrconcurrently; ever use of a
condom; perceived personal risk of HIV infection in thet pagpresent; and previously

received counseling and testing for HIV. These weretsldor use in further modeling.
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As described in Chapter 3, there are systematic diifeebetween the group of
individuals who decide to migrate, and those who do noChhpter 3, | explored these
factors as explanatory variables in migration decisnaels. In this Chapter, these are
treated as ‘control’ variables, as | am primarily cenned with the direct effect of
migration on HIV status, and whether this differs famand women.

The factors predictive of migration may in turn influendeether or not
individuals engage in the higher risk sexual behavior assativith HIV infection. In
Figure 4.1, | have termed this set of characteristicdippesition to risk behavior” for
the sake of brevity. On the basis of prior reseant,also on the data available to this
study, | will test the hypothesis that “risk predispositi¢or, the likelihood of both
migrating and being vulnerable to higher risk sexual behgvean be predicted by age,
employment status, education level, marital/partnershipstand measures of
household socio-economic status (infrastructural variasidgertiles of the number of
household assets). | also include a measure of whégherdividual experienced the
loss of another adult in his or her household to AID&rmther cause in the period
between the start of the DSS and 01 June 2003. This faatoboth predispose an
individual to migrate, but also, in the case of AIDS Hean the household, may be a
marker of a greater likelihood of HIV infection in thedex individual. (I also include
here a measure of whether the individual died betweenrid 2003 and 01 January
2007; of the independent variables used in modeling for thisteh this variable alone
measures an event which occurs — potentially— after thietesk; in all other cases,
independent variables are valid for the period prior tadse) Having already

determined, in the previous chapter, that these facterasaociated with the decision to
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migrate, | confirm these findings in the HIV surveillareligible population; any
covariates will be included as control variables inftliesubstantive models described in
the next section.

Statistical analysis procedures. Following descriptive analyses, logistic
regression modeling will be carried out using a dichotonmessure of HIV infection
status (0= HIV-negative and 1= HIV-seropositive test tgsisl dependent variable in all
models. | begin with additive effects models, to exarttieeindependent effects of sex
and migration on HIV infection risk, net of the effeofther covariates. | use three
models to test the hypothesis that migration increasésrtfiéction risk, the first using a
global measure of migration, the second using a measueeent mobility, and the third
using a measure of migration frequency. | then carrytwae multiplicative effects
models to explore whether the risk of HIV associatatl wiigration varies by sex, using
an interaction term of sex*migration type for eachhaf three migration variables.

Secondly, I introduce measures of sexual behavior t@@t af models, to test
whether they independently predict HIV infection, nethef effects of migration and
other covariates. | also explore whether sexual\betal risk interacts with sex to
predict HIV infection, fitting the model with a sex*behanal risk interaction term. If
warranted, | explore any potential three-way intecachetween sex, migration, and
behavioral risk, to test the hypothesis that women erfgage in higher risk behavior and
who migrate have the greatest odds of HIV infectiomtned to male migrants and non-
migrants, and female non-migrants.

For two-tailed tests of the null hypothesis that o@di® = 1, logistic regression

models are used to predict the odds of HIV infection fehegoup of independent
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variables. The model is expressed as:
Logit = log[p/1-p] = x’b

where xi’'b =Bo + B1x1 + P2x2 + BiXi...

denoting theK+1) x 1 vector of regression coefficients to be estichéi@dwers and Xie
2000). Table 1 in this chapter shows the unadjusted odds fiatm univariate logistic
regression models of each of the independent variableagmof the dependent
variables, with age added as an additional control va:iabhe selection of final
variables for multiple logistic regression models wesrmed by both the hypotheses
and by the level of significance of the associatioes $e the univariate models. In
some cases, therefore, variables were included in tittgpha logistic regression models
because of their hypothesized importance on the basige gfior research, even though
their bivariate associations with HIV infection in thisalysis were non-significant.
Equations involving interaction terms follow the sameaday expression; for
example, a test of the hypothesis that sex intevattsmigrant status to predict the odds

of HIV infection, controlling for age, is expressed as:

Logit = log[p/1-p] = x'b

where xi'b =Bo + BiX1 (B2X2 X PaXa)

with X2 X X3 representing the interaction of sex (with femaldezbas “1”) with migrant

VS. non-migrant status, ang again denoting the variable for age.

Results. Description of the population, and characteristics associated with

HIV prevalence. Figures 4.1 and 4.2 graphically display the levels of HIV @lence by
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age group and sex in the population and the non-residenie, respectively. As
described previously (Welz et al., 2007), recent HIV prevalémthe population is
among the highest reported. Overall, in 2003-04, HIV peaxa was 14% among male
residents (0.13-0.15, 95% CI) and 28% (0.27-0.29, 95% CI) in #meslé counterparts.
Prevalence peaked at 45% among resident men in the age grmup43@nd at 52%
among resident women in the age group 25 to 29. Levéldvoprevalence were yet
higher in the sample of non-resident household memparsgularly women; yet as
shown these estimates are less precise due to thensimdder of non-residents sampled
who also participated in HIV testing (n=530). Overall, ptenee was 36% in non-
resident men (0.29-0.43, 95% CI) and 41% in non-resident w{@n@#-0.48, 95% CI).
Prevalence in non-resident men reached a plateau of484at ages 25 through 34,
and peaked at 55% in the oldest age group. In non-residergny@nevalence reached at
an extraordinarily high peak of 66% in women ages 25 to 29.

Tables 4.1 and 4.2 shows key characteristics of the papulaitiLl2,098 eligible
individuals who participated in HIV testing and weue part of the non-resident sample.
Of these individuals, 11,779 were retrospectively seeh, wptlated data, to have been
residents on 01 June 2003. However, 418 of these individuadsseen retrospectively
to have been non-residents on that date, and participetesting though they were not
included in the non-resident sample.

Table 4.1 shows the distribution of migration and mobgajterns and their
associations with HIV-infection status in the (non-p&d) populations of men and
women, respectively. Unweighted frequencies, weightedpercentages and the

findings of simple logistic regression models of tge-adjusted odds of HIV infection
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risk are shown for each category of migration in raed women. As shown, levels of
HIV infection overall are higher among women than ammeg, and in each migration
category, HIV prevalence is higher among those motglenoompared to those more
residentially stable. In men, 24.5% of those who evegramed vs. 18.4% who maintained
a stable residence since the start of the DSS werepH$itive, while in women, 42% of
migrants vs. 28.7% of non-migrants were HIV-positive. nM#&o migrated had 77%
higher odds, and women almost double the odds of HIV infe¢@dR=1.90) compared

to their counterparts who did not. Of the patterns gfation since 2000, HIV
prevalence was highest among those who had migrated et area at least once:
31.1% of men and 48.5% of women who out-migrated (vs. 19.2%enfand 32.2% of
women who did not) were HIV-positive. The number ajnations sine 2000 had a
clear positive, dose-response relationship with HIV imdecrisk for women, but not for
men: in men, the highest level of infection was seenen who had migrated once
(25.4%, OR=1.90 relative to non-migrants) while in womemas seen in those who had
migrated two or more times (45.3%; OR= 2.08 relative to n@gnamts.) Table 4.1 also
shows a measure of distinct, mutually exclusive migrdtems, confirming that out-
migration only, leading to non-resident membership in thesehold, presented the
highest level of risk for men (37.2%, OR=3.64) and women (52@R62.83), followed
by out-migration and in-migration (a flow in either diiea). Finally, as suggested by
the analyses of prevalence data for non-residents simokigure 4.2, non-resident status
strongly predicted HIV infection in this population. Maled female non-residents had
an approximately 60% higher odds of HIV infection relativéheir counterparts who

were resident members of households.
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The second page of Table 4.1 shows measures of migratianaility in the
more recent past, including migrations in the two yeam poiJune 2003, and presence
in the household in the six months prior to the mostmevisit. The more recent
measures captured similar levels of infection risk congptréhe longer-term measures
of migration. Importantly, a measure of short-ternbitiy, the pattern of absence from
the household in the past 6 months, shows a cleariveosibse-response relationship to
prevalent HIV infection: those who had spent few onigts in the home in the DSA
had the highest level of infection (44% and OR=3.64 in rapd,47.3% and OR=2.41 in
women, relative to those who had been home every)nigh

Table 4.2 shows other socio-economic and behavioral deastics among men
and women, respectively, and their associations witbageat HIV infection in the
populations. As shown, the HIV/AIDS epidemic has hit yoadglts particularly hard: a
full 40.7% of men and 52.2% of women aged 25 to 34 were foundHid\beositive.
While the odds of infection rise most dramatically fal@s by ten-year age increment
(with a nine-fold increase for those in the 25 to 34 age groapared to the youngest
one), this belies a startling sex disparity in risk msthaged 15 to 24: 6.8% of young
men versus a full 26.2% of young women were HIV-posififese with a current non-
marital partner were also at highest risk of infectiwhile overall levels of infection
were higher for women (45.1%) than men (35.3%) in thisgcaye the odds of infection
were higher for men (OR=6.67) than they were for wo(@R=3.81) relative to their
respective married counterparts. Employment was notiassoevith HIV infection for

men, but conferred a 26% higher HIV infection risk for veoybut education level was
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not associated with risk for either women or men, rotifien the decreased risk of
infection among full-time students relative to thosthwittle or no education.

Continuing to household infrastructure measures, highelslet@revalent HIV
were seen in those with access to better infrastrycurarker of urbanity and proximity
to major corridors of transportation. Relative to tl@unterparts whose homes were not
connected to grid or generator electricity, men had 80%ehigtids of HIV and women
had 60% higher odds of infection. For women but not nesgss to piped water and to
a flush or chemical toilet also was associated hatightened HIV risk relative to those
without such infrastructure. Among men who later died teedanuary 2007, 72.4% had
been HIV-positive, and among women that figure was 86.9%écted women'’s higher
overall level of prevalence. For women but not men,rgamourned the loss of another
adult member of the household to AIDS was significaaslyociated with an elevated
HIV risk (OR=1.41).

Finally, sexual behaviors by HIV infection status arengior the populations of
men and women. As shown, ever having used a condom waker mBHIV infection
risk not in men, but in women. But feeling that one warisk of HIV in the past or at
present was predictive of HIV infection for both merRgO3.18) and women (OR=1.56).
Having previously received voluntary counseling and testingdfuralso predicted
elevated risk for women (who typically receive it e tcontext of prenatal visits) but not
men. Overall, 11.3% of men and 18.9% of women had obtainéd/8T prior to the
HIV surveillance visit (not shown). In both men andmen, those who were HIV-
positive reported a statistically significantly highemrber of sexual partners than those

who were HIV-negative, yet the incremental increaseumbers of partners conferred a
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particularly heightened risk for women. Each additidifetime partner increased the
age-adjusted odds of infection by 3% for men and 87% for wpfoe past year partners
the age-adjusted odds increased by 19% for men and 2.5 timesnf@n. Each
additional current partner increased the odds of infettyo80% for men and doubled
the odds of HIV infection for women.

Table 4.3 provides a summary of the characteristicsegptipulation of sampled
non-residents who participated in HIV testing. Smathbars in many of the categories
for the characteristics render some estimates tabesand hamper our ability to discern
associations with HIV infection. Yet the table rendaismpression of the
characteristics associated with HIV for the nonetest population. In review, levels of
HIV prevalence among non-residents were higher than gmesidents, across sex and
age groupings; as shown in Table 4.3, additional mobility gnie@ non-residents
conferred no heightening of their already high leveldidf prevalence. As described in
the previous chapter, non-residents tend to be younger, aadessilikely to be married
and more likely to be employed; yet with the exceptibage grouping, an association
between these characteristics (and others not showhdred HIV infection was not
detected. A significantly higher mean number of sexudhpes over the lifetime, in the
past year, and concurrently, was seen in HIV-positivepared to HIV-negative resident
women, but not men. The higher risk sexual behaviontregpdy HIV-positive non-
residents finds a parallel in the higher risk behaviorerted by migrants of both sexes
(relative to non-migrants), detailed in Table 4.4.

Table 4.4 returns to the non-sampled population of indivedvab were eligible

for HIV testing on 01 June 2003 (n=46,456), and uses no HIV testhla rather
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describes the reported sexual behavior of migrants andnigrants within the eligible
population. For this table, migration was defined as havingatedrat least once (in-,
out- or internally) since the start of the DSS. @&ate shown for the 5,901 men and
11,293 women who participated in the first round of sexuahbehsurveys which were
conducted at approximately the same time period as thedund of HIV surveillance.
T-tests of the differences in mean numbers reported gsamtis and non-migrants were
carried out in men and women, respectively, assuming ahggtiances and a 95%
confidence level; chi-square tests were used to test grifapedces in the categorical
variables. As shown, and confirming prior research, nvenadl reported higher numbers
of sexual partners than did women; they were moréylikehave ever used a condom;
and they were less likely to have ever received volurieestyng and counseling for HIV
(HIV-VCT). Among both men and women, migrants reportsgyaificantly higher

mean number of lifetime, past year and current pargwrgpared to non-migrants. These
findings are graphically displayed as well, in Figure 4/Bgrants of both sexes were
more likely than their non-migrant counterparts to hewer used a condom, to feel that
they were at risk of HIV in the past or at present, tantlve previously obtained HIV-
VCT.

Multiple logistic regression models of HIV infection risk. The remaining tables
show the results of a set of multiple logistic regien models carried out to test the
study’s hypotheses. The models were conducted using dabe foon-sampled
population who participated in testing (n=12,098), and to enlthedé&elihood of
detecting clear differences between migrant and nonamigyroups, the data are further

restricted to the n=11,677 individuals who are known to baem resident members of
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households on the eligibility date.

Table 4.5 shows the findings of additive effects modetee HIV infection risk
associated with sex and migration, independently andfnie¢ @ffects of covariates
which may mark a “predisposition” to HIV infection aslhas to migration (note that the
same set of covariates is used in all of the multguéstic regression models). On the
basis of the findings of the logistic regression madesihown in Table 4.1, | selected
three variables for migration and mobility, in sequetnaexamine whether observed
associations with prevalent HIV infection vary by theywrawhich migration and
mobility are measured, and whether certain measurea@eesensitive for detection of
an association with HIV. These are: A) a dichotommessure of at least one vs. no
migration in the past two years, B) a continuous variédsléhe frequency of migration
in the past two years (i.e. the sum of migrations), @ha four-category measure of the
degree of absence from the home in the past six moMbslel A shows that, net of the
effects of all covariates, those who had migratedastlonce in the past two years had a
28% higher odds of HIV infection relative to those witstable residence in the past two
years. Model B shows that independent of all othexcesf each step increase in the
number of migrations in the past two years conferred al@g®er odds of HIV infection.
Model C demonstrates that one’s degree of absence fi@household in the DSA in the
past six months was positively associated with HIVahée risk. Relative to those who
spent every night at home in the past six monthsetpossent most nights had a 18%
higher odds, and those who spent approximately half or fefatee nights at home had a
53% higher odds of being HIV-positive (OR=1.53).

The odds ratios for the covariates in models A througlid@ot differ markedly
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across the models. Across all models, women had abloottle the odds of HIV
infection relative to men, net of the effects ofnaition and the other independent
variables (OR=1.97 and 1.96 for models A-C). For the saparsfimony | summarize
here the remaining key findings for model A: the odds otiide were highest in age
group 25 to 34 (OR=2.73), relative to the youngest age group; dddeation peaked in
that 10-year group and declined with age thereafter. Aalbs®odels, those who
achieved Matric or higher level of education had 25% lowlels®f infection and those
who were current students, 60% lower odds, relative tethib five or fewer years of
formal education.

Those with a source of earned income had a 15% higher dadeation
compared to those with no earned income source. OGidiheehold infrastructure
variables shown in Table 4.1, only having access to grid argtm electricity was
selected for inclusion in the multivariate modelselstricity, piped water and toilet
access were highly inter-correlated, and electricity mast sensitive for the prediction
of HIV prevalence. Relative to those without an eletrisource, those with household
electricity had a 54% higher odds of being HIV-positive. As ssiggkin the descriptive
analyses, being married was quite protective against kf¢tion: relative to those with
a current marital partner, those with no partner had bg¥er odds (OR=1.63) and
those with a non-marital partner (whether regularasual) had almost three times the
odds of HIV infection (OR=2.91). In the multivariate maddlaving mourned the death
of another adult household member to AIDS prior to June @330t associated with
one’s own odds of infection, and this variable is noluithed in the multivariate models..

In summary, the analyses thus far confirmed thetfwsthypotheses to be tested
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in this study: the odds of HIV infection are higher amongnen than among men, net of
the effects of all observable factors that predict tidedn this population; and the odds
of HIV infection are higher among those who migratatre¢ to those who do not, net of
the effects of sex and other covariates. The neptistthis analysis was to determine
whether sex differences in HIV infection rates carphbrtially explained by sex
differences in migration patterns. To test the thirddtlesis, that the odds of HIV
infection are higher for female migrants than forenaigrants (and non-migrants of
both sexes), | repeated the logistic regression mddegisough C shown in Table 4.5,
but added an interaction term of semigration to each of the three models. The sex*
migration interaction term was significant for measuw&migration in the past two years
and frequency of migration in the same period, and not ggntffor the measure of
mobility in the past six months. For the sake of pawsiyn selected the dichotomous
recent migration measure for model 2), shown in Tablewh&h tested the interaction
of sex by migration in predicting HIV infection risk.

Test of the migration x sex interaction for the prediction of HIV infection. In
Table 4.6, | show findings of the multiplicative effeechodel. This was carried out using
the 'xi’' command in Stata and dummy codingnfiigratiorti. sex) which automatically
drops the main effects of sex and migration in the maahel,compares multiplicative
effects of migration*sex on HIV to the omitted categof male non-migrants. As
displayed in the table, a key hypothesis of this study—mtigation confers a higher
risk of HIV infection for women than it does for menwas confirmed. For men, having
migrated at least once in the past two years was guafisantly associated with HIV

infection. Yet female non-migrants had a 72% higher ofldgection compared to male

188



non-migrants, and female migrants had more than doubteddieof HIV infection
(OR=2.56) compared to male non-migrants. In sum, sexrdodsy the effect of
migration on HIV infection risk: women’s involvementnmgration exacerbates their
disproportionate HIV infection risk relative to men. eTéffects of the other covariates
on HIV remained stable in this model and were quite sirthlase seen in Table 4.5.
Given that this key hypothesis was confirmed, | proceeddgdami analysis to
ascertain whether the sex composition of ‘recentamigy’ could account for the effect
seen in Model 2; i.e., | test hypothesis ampositionthe HIV risk associated with
migration differs for men and women because women are more hiaglyrten to
migrate. | produced a simulated HIV prevalence level for malemeenigrants and
compared it to the observed prevalence. | forced an ‘gjua migration effect on the
distribution of male migrants vs. non-migrants using wosienigration-associated HIV
risk (derived from the OR for women). This exercisshewn in Table 4.7. Were the
simulated and actual prevalence levels similar, we wouldlade that the finding shown
in Model 2 is at least in part due to the sex composafdhe population of recent
migrants. However, as shown, they were quite diffen@ate men to have the same
migration ‘effect’ as women, the HIV prevalence agomale migrants would be 32.8%
rather than the 19.8% observed. The population of recgnants and of recent non-
migrants is approximately 40% male, and sex compositionotaaeount for the finding
that recent migration presents a greater odds of infetdiowvomen than men.
Therefore | proceed with testing hypothesis 318, hehavioral consequences of
the decision to migrate vary by s®ote that in Table 4.4 (and Figure 4.3), the sexual

behavior of migrants and non-migrants were comparedhéotatal population and in the
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sub-populations of men and women; t-tests and chi-squatsdiex® used to test the
hypothesis that differences between migrants and non-mtggweere not equal to null. In
the pooled analyses and in women and men, migrants repaytedt hisk behaviors than
non-migrants. But a statistical sex comparison vedsindertaken at that stage. It was
apparent that men, whether migrant or non-migrantyseptbrted higher risk sexual
behavior than women: they had a higher mean numbdebirie, past year and
concurrent partners. To confirm the apparent findingrtfaé migrants and non-
migrants report higher risk behavior than female migrantd non-migrants, | carried out
t-tests of sex differences in the numbers of partregrsrted, within the sub-populations
of migrants and non-migrants, respectively. Within botration categories, men
reported significantly higher risk behavior (these findingsrat shown.) In sum,
hypothesis 3.b) was not supported by the findings: femajeamtis do not report higher
risk behavior than do male migrants (although they ceyta@gorted higher risk
behavior than female non-migrants.) The possibiétpained, however, that a given
level of sexual risk behavior could pose a greater haZdtithoinfection to female
migrants than to male migrants (or non-migrants of egk&), if hypotheses 3.c) were
true, that female migrants travel to higher prevalensérdgions and are exposed to
higher-risk sexual networks than are male migrantsg,same other unmeasured aspect
of the migration experience rendered its ‘behaviorateqnences’ more hazardous for
women. Thus | undertook further modeling to explore the ebkexual behavior in
distinguishing the HIV risks of male and female migrami$ @on-migrants.

Shown in Table 4.8 are the findings of an additive effantba multiplicative

model, incorporating measures of sexual risk behavior @ptediction of HIV infection
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risk. Model 3 tests the hypothesis that migration, seXiagher risk sexual behavior
independently predict HIV infection. This model was iearout essentially to establish
whether measures of higher risk sexual behavior ardiserfsr the prediction of HIV
infection risk, net of the effects of migration, snd all other covariates; if they were not,
further modeling of interactions would not have been avdad. For the models in Table
4.8, | selected the measure of at least one versus naiongran the past two years prior
to the HIV test, and include a measure of perceived ri$k\dfin the past or at present.
(Measures of condom use and of previous HIV-VCT were-rwerelated and poorly
predictive of HIV infection in multivariate models, atiterefore were not included.) In
Model 3, I include measures of the reported number of spauntiiers over the lifetime
and in the past year as independent variables. As shaymen had 2.6 times the odds
of men, and those who had migrated in the past two ears 25% higher odds of
being HIV-infected. Each additional lifetime partner feored a 3% increase, and each
additional past year partner an 11% increase in theafddgection, net of the effects of
all other predictors. Perceived risk of HIV was asstec with actual risk: those who felt
they may have been exposed to the virus indeed had a 36% dulglsenf being HIV-
positive.

Next, | tested, but did not show here, the additive peddent) effect of high risk
sexual behavior, with the interaction of sex and migratiThis was necessary to
determine whether the interaction between migratiorsamdvas partly explained by
behavioral risk differences. If when behavioral rigkrte were added (to model 2), the
interaction term (migratiow sex) were to lose significance, then we may condhde

this was likely. The interaction term did not, howe\ese significance. Thus | fitted
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Model 4, which tested the three-way interaction of seigration and behavioral risk for
the prediction of HIV prevalence. This model tests thgohyesis that migration pattern
and sexual behavior are inter-related in the predidfahfferential levels of HIV risk

for men and women. | selected the reported number abspartners over the lifetime
as the behavioral risk indicator, though when the sangehweas carried out using the
reported number of partners in the past year, resutis swailar. The three-way
interaction was carried out using the ‘xi3' command int&tahich permits three-way
interactions for any combination of continuous and caiegl variables. | used, again,
dummy coding with the ‘i’ prefix (‘migratiorti. sexlifetime partnery, which
automatically dropped the main effects of sex, migraaiosh the number of partners from
the model, and compares the effect (on HIV risk) ofiteeme number of partners for
each migration-by-sex category to the omitted categbmyabe non-migrants. Odds
ratios for the interaction term components were caostd from logit model coefficients
(the procedure is elaborated in this nte.

As shown, for male non-migrants, each additionafitife partner conferred a 4%
increase in the odds of HIV infection; for male migraet&h additional lifetime number
of partners was not significantly associated with kiféction. In other words, there was
no difference between male migrants and non-migrarttsei effect that an additional
partner had on their risk of HIV infection. For fematn-migrants, each additional
lifetime partner conferred a 24% increase in the oddsf@gtion, while for female
migrants each additional partner increased the oddsexttioh by almost 50%
(OR=1.49). The p-value for the interaction term co®fit in the logit specification of

the model was 0.022, warranting confidence in the findingsleddisplay here. The
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finding suggests that the influence of higher risk sexuahbahés measured here by
the reported number of partners over the lifetime) ewadent HIV infection is modified
both by sex and by participation in migration, net ofdffects of other factors that
predict infection.

Finally, | also examined the interaction between sensklbehavior and
migration for the prediction of HIV infection risk in wgen alone. In contrast to the full
models discussed above, in this model the referenegargtwould be female non-
migrants, and the interaction term effect represemedHtV risk associated with each
additional partner for female migrants. This was te aut the possibility that women’s
biological vulnerability alone could account for femalgrants’ greater risk of HIV
infection relative to male non-migrants. The intéiacterm was marginally significant
(p=.06), providing additional support for the notion that higiek sexual behavior
poses a greater risk to women in the context of migrahian apart from it.

In summary, the findings support a key hypothesis of thysthat the
behavioral consequences of migration, for HIV risk, asadirantageous to women.
However, this is not due to any greater risk behavior empént of female migrants
relative to their male counterparts; rather, highgk behavioin combination with
migration places women at higher risk than men of arguidlV. Among both
migrants and non-migrants, if risk behavior is held canistsomen are at greater risk of
acquiring HIV infection than are than men subjected tséme level of ‘exposure’.
This is not surprising given the greater transmissyhdlftthe virus from male to female
bodies. Previous analyses in this chapter showedekaalsrisk behavior strongly

predicted HIV infection risk for men and women, and thagrants of both sexes
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engaged in higher risk behavior than non-migrants. Thethgps that migration is
associated with higher risk sexual behavior was supportedugh the hypothesis that
female migrants engage in riskier sex than male mignaas not. The findings in
Model 4, however, further extend our understanding of tleeafosexual behavior in
producing higher infection rates in female than in maggants: for a given level of risk
behavior, female migrants are at a higher risk than femah-migrants, as well as male
migrants and non-migrants.

Analysis of the migration patterns associated with incidence. A limitation of
this study was that although the independent variablesimgsdsubstantive models are
valid for the time period preceding the HIV test date stinely is cross-sectional and uses
prevalent HIV infection as the dependent variable. Inrotfweds, although the data were
constructed to maximize the likelihood of achieving tempowsakistency, is not possible
to know whether the independent variables, chiefly migrapoeceded infection. A full
study of the patterns of migration associated with Hididence is underway, and cannot
be undertaken here. However, a simple analysis tpanthe migration patterns of
those who did and did not HIV sero-convert betweerfitseand the second rounds of
HIV surveillance was possible, and the findings of this icowtory analysis are shown
in Tables 4.9 and 4.10. There were 4,155 individuals who merebers of households
in the DSA on 01 June 2003 and eligible for testing on that dad who tested HIV-
negative in the first round of surveillance, and who alarticipated in the second round
of surveillance. Of these individuals, 192 HIV sero-coteercorresponding to an
incidence of 4.6% for the period between rounds. The inc&eate for men was 3.5%

and for women, 5.8%. Table 4.9 shows the distributigratierns of migration which
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occurred after the first HIV test date and beforesémond HIV test date for the total
population and for men and women, respectively, by semgersion group. As shown,
any migration, and the sum of migrations, was signifiyaassociated with HIV sero-
conversion between rounds in the total population, bstvwhs due to the importance of
migration for predicting incidence in women. The highel§f iHcidence estimate, at
13.2%, is observed in women who had migrated at leastlmtesen the two rounds of
HIV surveillance. Estimates of the association betwiacidence and the number of
migrations using the pooled data were suggestive of a poddseresponse relationship.
Table 4.10 shows the findings of a multiple logistic regjossmodel of the
factors associated with HIV incidence. As the modes ussveighted data and few
independent variables as controls, the findings should égpmeted with caution.
However, the main findings of the cross-sectional a®sythat migration was strongly
associated with HIV prevalence, are mirrored here.dl#dte effects of other covariates,
having migrated within the period resulted in 2.5 times the ofldsro-converting,
relative to not having done so; those who migrated onc Hatthe odds, and those who
migrated two or more times had nearly triple the oddef-sonverting (OR=2.87)
relative to those who were residentially stable. % ¢¢ an interaction between migration
and sex for the prediction of incidence yielded argméicant interaction term; possibly
the number of sero-converters within each sub-populatiere too small to detect sex
differences in the effect of migration on HIV inciden This test should be repeated
using pooled incidence data from several rounds of sunved|awith a full set of control
variables, and with an adjustment for selection massting, before one can state

definitive conclusions regarding the role of migratiorHiV incidence in men and
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women in this population.

Discussion. This study has addressed a large gap in the researclyation,
gender and HIV/AIDS in southern Africa. The findingslwg research underscore that
women in the region are not the static, passive et of HIV infection from male
migrants. As shown in previous chapters, women arecpating fully in migration
processes in the region, and this chapter shows thatfwmdtely, they are also fully
experiencing the burden of HIV/AIDS which migration sceaftonfers. Migration
appears to enhance women’s already high risk of infectiosh the sex comparisons
undertaken in this chapter suggest that the circumstamcesisding migration present a
higher HIV risk to women than to men.

The key findings of the study were that migration cordeinggher risk to women
than it does to men, and that higher risk sexual behawitheicontext of migration,
appears to affect HIV risk for men and women diffesentlhile a given level of sexual
risk behavior is more likely to result in infection fwsomen than for men, this is
especially the case for women involved in migrationesehfindings point to the
possibility that female migrants travel to ‘higher riskvieonments’, destinations higher
in prevalence than the common destinations of male niggrathere unprotected sex is
much more likely to result in infection. It is alsogstble that female migrants in this
study under-reported their sexual risk behavior; but thgnihade of that under-reporting
would have to be great to account for the findings showa hglore detailed studies are
needed to elucidate the factors that render migratiorcpkmtly hazardous for women,
and also to explore possibilities for HIV preventiotementions for female migrants.

As female migration has become an essential housabhelithdod strategy in KwaZulu-
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Natal (KZN), such efforts are essential to preserekarhance the beneficial aspects of
migration for women and their families, and to stavatefmost dire consequence.
Analysis of the reported number of concurrent sexuahpes used in this study
showed that a small number of individuals reported nfwae bne current sexual partner
in this population; somewhat higher numbers of past yeamgrarwere reported. While
social desirability bias may have affected the estismsitewn here, important for this
analysis was the finding that migrants had more partharsnon-migrants, and this
played a role in their greater likelihood of being HIV-pgs. Concurrency may not
always be a sensitive marker of individual-level infattisk, but at population-level,
and particularly for studies of migration and HIV/AIDSisian important marker of the
degree to which HIV/AIDS is likely to be fueled and sustaimethé population.
Migrants may be important ‘links’ to geographically-spreaxusl networks, and those
who travel frequently and to several destinations esiheoiay unwittingly play a role
in connecting diverse sexual networks. The greatentbeconnectedness among
sexual networks, the more quickly and broadly HIV magutate within the population.
Studies of migration and HIV/AIDS have traditionally pothte male migrants as the
‘transmitters’ of HIV in southern African populationghether or not this was true earlier
in the epidemic, it is no longer the case. | would atyaeit is no coincidence that the
sustained high levels of HIV prevalence have been obsertb population along with
sustained, high levels of mobility. Moreover, this sthdg supported the hypothesis that
the striking sex disparity in HIV prevalence seen is gopulations in part due to the

particularly high risk of HIV faced by female migrantdhay in a context of declining
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marriage and increasing unemployment, comprise a largpaasibly increasing

proportion of adult women in KZN.

This study was subject to several limitations. A priyr@ncern would be that
migration may be endogenous to HIV infection. That i3/ kifection may in a recursive
manner predict migration, if those who are infected beynore likely to migrate in
order, for example, to return home to receive caramg One possibility for addressing
this problem would be to use an ‘instrumental variables’agagr (as described by
Johnston and DiNardo, 1997) to correct for the inflated esineoefficients that would
result from the endogeneity of migration (this measurgragor would, in effect,
exaggerate the impact of migration on HIV infecti@ks) The issue for this study is that
it is very difficult to identify an appropriate instruntdar migration, i.e. a variable that
predicts migration but is entirely uncorrelated with Hiection. The likeliest
“‘candidates”, for example the presence of a pensicim&t-care provider in the
household, levels of household or community infrastructur&bor market-related
factors, would in the South African context (withaetisdemic level of HIV/AIDS) also be
associated with the outcome measure. To examine tiepn, | carried out the main
substantive models shown in this chapter including, tt tinose died in the period after
the HIV test and behavioral data were collected; n teried out the analyses with
these individuals excluded, and examined the magnitude amtiairef the change in
estimates values of the coefficients for migratiéinom this exercise, | observed no
change in the direction of the estimates, and theegaof the coefficients for migration

were very slightly higher. From this | conclude that raigm was primarily exogenous
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to HIV infection in this population.

Another concern, with the cross-sectional desigihiefstudy, would be the
potential for omitted variable bias in the measure of@asons between migration and
HIV; as mentioned, | have to the extent possibleratlad for this bias by including all
available variables which captured a ‘risk predispositiorgdjmting both migration and
HIV. Analyses of the sexual behavioral risks assediavith HIV infection are subject
to a host of limitations, and social desirability biag/raffect estimates differently for
men and women due to the gendered social norms regardungliseand
communication (women may tend to under-report their nundfessxual partners, while
men may over-report them.) Incomplete data and sgsieitem non-response can
challenge any study’s validity, and the sexual behalada available for this analysis
was by no means complete. While this issue may beplartly serious for social
epidemiological studies of levels of risk behavior withipopulation, this study was
primarily concerned with estimating migrant vs. non-migigroup differences in these
reported behaviors. While comparisons of reported riskviaisabysexmay be
particularly subject to bias, | do not anticipate thagnamts would be any more or less
likely than non-migrants to systematically over-remortinder-report risk behavior. That
is, any bias in reported behavior due to sex differeimcesporting would apply equally
to migrants and non-migrants.

Finally, | anticipated the potential for sample seletbdas in the outcome
measure.As previously mentioned, participation in HIV testing visas$ universal in the
population, and there were non-random differences ichheacteristics of those who did

and did not consent to HIV testing. | corrected forct@la bias on the basis of the
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observable covariates of HIV testing using the PropensibyeSveighting approach.
Despite its utility, there are limitations to the peasity Score weighting methods.

While this method adjusts for selection bias on theshafsobserved covariates, it cannot
adjust for unobserved ones. “This is always a linatabf nonrandomized studies
compared to randomized studies, where the randomizatida terbalance the
distribution of all covariates, observed and unobsEr¢i@ubin, 1997).

These limitations notwithstanding, the findings of stisdy have important
implications for HIV prevention and care in KwaZulafdl. A range of measures of
mobility were associated with HIV infection, not onlgtlong-distance, long-term
measures often used in migration studies. HIV preventi@mventions, including
enhanced counseling and testing, therefore should not folakg an workplace-based
programs for stable labor migrants, and indeed, intenombased upon an ‘identity’ of
‘migrant’ would chase a moving target, as the populatiarallis highly mobile, yet
patterns of mobility vary by sex and life stage. Plbased HIV-prevention interventions
that ‘catch’ temporary migrants, small-scale-trades \work-seekers at their main
migration destinations, may hold more promise for stergrtiie transmission of HIV in
the population. The social networks of migrants, gooitant for establishing footholds
and economic opportunities in new places, may also previdieues for the transmission
of HIV prevention messages and mutual assistance withineng HIV-negative or
accessing HIV/AIDS testing and care. The bottom line: isearch points to an urgent
need for HIV prevention efforts in a population ravagediby/AIDS, and highlights the
particular vulnerability of migrants in the populationpesially female migrants, to

HIV/AIDS.
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Table 4.6: Multiple logistic regression models of HIV infetion risk (All age-eligible
participants in testing, who were resident members diouseholds on 01 June 2003) (Model 2)

2) HIV=SEX * MIGRATION

HIV test result (1=positive) OR p 95% ClI
Sex Male (non-migrant)
Female (non-migrant) 1.72  0.000 1.49 1.99

Migrated in past 2 years

Stable residence in past 2 years

Any migration (in-, out- or internal) - -- - -
Sex * Migration

Male: Recent migration 0.99 0.959 0.75 1.31
Female: Recent migration 2.56 0.019 1.59 4.11
Age group 15-24

25-34 2.74 0.000 228 3.29
35-44 1.75 0.000 141 217
45-54 men/45-49 women 1.35 0.044 1.01 1.81
Education level None - Standard 5

Standard 6 to 9 1.04 0.640 0.89 1.21
Standard 10 (Matric) or higher 0.75 0.007 0.61 0.92
Full-time student 0.41 0.000 0.32 0.53
Missing 1.60 0.079 095 2.70
Employment No earned income

Does something to earn money 1.15 0.068 0.99 1.34
Refused, missing or NA 0.47 0.000 0.36 0.61
Household infrastructure No electricity

Has electricity source 1.54 0.000 1.35 1.75
Missing 1.76 0.010 1.15 271
Partnership pattern Marital partner

No current partner 1.62 0.000 1.29 2.04
Non-marital partner 2.89 0.000 2.39 3.49
Missing 2.19 0.007 1.24 3.89
N 11,677

Wald ¥ (df) 1,214.36 (17)

Table 4.6 notes: The data shown in Table 6 are weighthkdhe propensity score weight. Data are shown fer th
population of resident members of households on 01 June 289@e&ve eligible for HIV testing, participated in
testing, and who were not only not part of the nesietlent sample, but who were also retrospectively detetnwith
updated data, to have been resident members of the hiwlealtbe eligibility date.
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Table 4.7: Analysis of the sex composition in effect of regemigration on HIV prevalence
among residents: Observed and simulated

Unweighted Observed  Observed Simulated
prevalence OR prevalence:
(weighted) (unadjusted) Females’
migration
‘effect’ used
Males NHIV+ NHIV- HIV+ HIV+
Recent 174 842 19.8% 1.19 32.8%
migrant
Non- 486 3,265 17.2% 1 10.2%
migrant
Observed Observed
prevalence OR
(weighted) (unadjusted)
Females NHIV+ NHIV- HIV+
Recent 282 1,080 39.3% 1.67
migrant
Non- 1,690 3,957 27.8% 1
migrant

Table 4.7 notes: Weighted data used, although unweighted ri@gsi@re shown in Table 7. Data are for the
population eligible for HIV testing on 01 June 2003 who pagadited in testing, who were resident members of
households on that date. Unadjusted odds ratios (using the wiiiggtieencies) used to calculate a simulated level of
HIV prevalence for men if the odds of infection for matigrants were that of female migrants.
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Figure 4.1: HIV prevalence by sex and age group, age-eligiblesident members of
households on 01 June 2003 (95% CI)
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Note: Estimates based on population HIV surveillance datected between June 2003 and December 2004. Data are
unweighted.

218



Figure 4.2: HIV prevalence on 01 June 2003 by sex and age group, mestdent members of
households (95% CI)
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Note: Estimates based on population HIV surveillance ddtected between June 2003 and December 2004 in a
stratified random sample of non-residents. Data aightedl using sample selection probabilities based upodattze
generated in 2003.
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Figure 4.3: Mean reported number of lifetime, past year anadoncurrent sexual partners,
male and female migrants and non-migrants
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Notes

' The most recent of these studies found HIV prevalemmng those aged 15-49 living in informal settlemenasre
surrounding cities was 25.8%, compared to prevalenceab1&s3% in rural informal areas and 13.9% in urban and
rural formal settlement areas. (Shisana, O., T.&eddtlal., 2005).

" See also Desmond et al. for a similar discussiofanfanian women supplementing meager earnings and irregular
business with transactional sex. (Desmond, N., C. EnA#t al., 2005).

" This method is adapted from those used by Yu Xie (1990) avid Dam (1992).

" This hypothesis cannot be directly measured with thitalal@data; my intent is to examine whether altévestto
this hypothesis can be ruled out. Conclusive evidensagport it requires further research beyond the scojpasof t
dissertation study.

¥ A thorough exploration of the data, and sensitivity amslysevealed that the following were the measurable
characteristics of the population associated with @petiion in the first round of HIV testing: sex; age groupgther
the individual died before 01 January 2007, or remained; gartnership status; employment status; education level;
tertile of household assets; whether ever internaifyated since the start of the DSS; whether in-négtaince the
start; whether the individual was resident on 01 June @@03g updated information); degree of presence in the
household in the previous 6 months; whether or not pt@s¢he night prior to the visit; and household infrastural
variables related to electricity, access to a flusthemical toilet and access to a piped water supply.

¥ All individuals tested for HIV have the opportunity tofieaheir results if they wish; pre- and post-resuitreseling,
confirmatory tests and results are available at comityrbased counseling centers through a unique pin-number give
to individuals when they are tested. These servieeprarided in non-clinic locations in each fieldworkeraapger

the 3 months during, and for 1 month after the HIV testougd in that area.

“I' This methodology was evaluated in a randomized, coedrtiial in Manicaland, Zimbabwe (Gregson et al. 2002).
Results showed that respondents were more likely to reppetrience of unprotected sex with casual partners when
the “voting box” method was used. In a follow-up study (Greggal, 2004a), the effectiveness of the method for
reducing “social desirability” bias had declined in the padparta
Yl The three-way interaction term odds ratios were cortstitfoom coefficients from the multivariate logit madel
The interaction term had the following components:

var 1: migrant status (O=non-migrant, 1=migrant)

var 2: sex (O=male, 1=female)

var 3: lifetime number of sex partners (integer, cardus from 0)

The relevant model output is shown here:

Robust

H VResul t _~t Coef . Std. Err. z P>| z| [ 95% Conf. Interval]
_____________ e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e mm e mm . —— - - =
_lrecentm ~1 . 081485 . 1849693 0.44 0.660 -.2810481 . 4440182
_Isexn_1 . 3923639 . 1147424 3.42 0.001 . 1674729 . 6172549

Li f ePart . 0351599 . 0092401 3.81 0. 000 . 0170496 . 0532701
_lrelXsel -. 1175616 . 2643986 -0.44  0.657 -.6357733 . 40065
_lrelXLi -. 0154615 . 0232725 -0.66 0.506 -. 0610747 . 0301518
_lselXLi . 1767059 . 0407898 4.33 0.000 . 0967594 . 2566524
_lrelXselXLi . 2021876 . 0880368 2.30 0.022 . 0296386 . 3747366

The variable labeling in the output above correspondsetfotlowing construction:
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var 1 _Irecentmi~1

var 2 _Isexn_1

var 3 LifePart

var 1 *var 2 _lrelXsel
var 1 *var 3 _IrelXLi

var 2 *var 3 _IselXLi

var 1 *var 2 *var 3 _IrelXselXLi

The odds ratios (and corresponding 95% CIs) for Tabler8 wonstructed as follows:

1. The effect of var 3 (lifetime number of partners) wivar 1=0 and var 2 =0 (male non-migrants):
EXP (0.04) = 1.04

2. The effect of var 3 (lifetime number of partners) wivar 1=1 and var 2 =0 (male migrants)
EXP (0.04 + -0.02) = 1.02

3. The effect of var 3 (lifetime number of partners) wivar 1=0 and var 2 =1 (female non-migrants)
EXP (.04 +.18) = 1.24

4. The effect of var 3 (lifetime number of partners) wivar 1=1 and var 2 =1 (female migrants)
EXP (.04-.02+.18+.20) = 1.49

A similar example with more detail is in "Applied Lsic Regression” by Hosmer and Lemeshow, Wiley, 1989, pp.
101-103.

222



References

Abdool Karim, Q., S. S. Abdool Karim, et al. (1992). "@&evalence of HIV infection in rural
South Africa.” Aids6(12): 1535-9.

Ardington, C., A. Case, et al. (2007). Labor Supply Respadnsearge Social Transfers:
Longitudinal Evidence From South Africa. NBER WorkingpPaSeriesCambridge, MA,
National Bureau of Economic Research.

Barongo, L. R., M. W. Borgdorff, et al. (1992). "The epidg&logy of HIV-1 infection in urban
areas, roadside settlements and rural villages in Mwaeg#n, Tanzania." Aid§(12):
1521-8.

Boerma, J. T., M. Urassa, et al. (2002). "Sociodemograyomtext of the AIDS epidemic in a rural
area in Tanzania with a focus on people's mobility andiagg." Sex Transm InfeGt3
Suppl 1 i97-105.

Bozzoli, B. (1991). Women of Phokeng: Consciousness,Stifategy, and Migrancy in South
Africa, 1900-1983Portsmouth NH, Heinemann.

Brockerhoff, M. and A. E. Biddlecom (1999). "Migration, 8akBehavior and the Risk of HIV in
Kenya.(Statistical Data Included)." International MignatReview33(4): 833.

Bwayo, J., F. Plummer, et al. (1994). "Human immunodsiicy virus infection in long-distance
truck drivers in east Africa." Arch Intern Mddb4(12): 1391-6.

Campbell, C. (2000). "Selling sex in the time of AIDS: fisgcho-social context of condom use by
sex workers on a Southern African mine." Soc Sci B@&d): 479-94.

Case, A. and C. Ardington (2004). Chapter 8. Socioecon@uiors. ACDIS monograph.
Population Studies group (editor). Mtubatuba, South AfricacAfCentre for Health and
Population Studies.

Case, A., V. Hosegood, et al. (2005). "The reach and ingd&zhild Support Grants: evidence
from KwaZulu-Natal." Development Southern Afri2a(4): 467-482.

Coffee, M. P., G. P. Garnett, et al. (2005). "Pattefrovement and risk of HIV infection in rural
Zimbabwe." J Infect Di491 Suppl 1 S159-67.

Collinson, M., S. Tollman, et al. (2003). Highly prevaleiaiular migration: Households, mobility
and economic status in rural South Afri€onference on African Migration in Comparative
Perspective, Johannesburg, South Africa.

Desmond, N., C. F. Allen, et al. (2005). "A typology odgps at risk of HIV/STI in a gold mining
town in north-western Tanzania." Soc Sci M#8): 1739-49.

Garin, B., D. Jeannel, et al. (1993). "Introduction of HIVh a rural city of Zaire." Ann Soc Belg
Med Trop73(2): 143-7.

Garnett, G. P. (2002). "The geographical and temporal ewolofisexually transmitted disease
epidemics."” Sex Transm Infe€8 Suppl 1 i14-9.

Glynn, J. R., J. Ponnighaus, et al. (2001). "The developai¢he HIV epidemic in Karonga
District, Malawi." Aids15(15): 2025-9.

Halliday, T. J. (2007). "Business cycles, migration andthgs&5oc Sci Me®b4(7): 1420-4.

Hope, K. R. (2001). "Population mobility and multi-partnet seBotswana: implications for the
spread of HIV/AIDS." Afr J Reprod Heal&{3): 73-83.

Hope, K. R., Sr. (2000). "Mobile workers and HIV / AIDSHotswana." AIDS Anal Afl((4): 6-

7.

Hosegood, V., N. McGrath, et al. (2008). "Dispensing withriage: marital and partnership trends

in rural KwaZulu-Natal, South Africa." Soc Sci Med (undeview)

223



Hosegood, V. and E. Preston-Whyte (2002). Changing mariigbamnership patterns in rural
South Africa IUSSP.

Hunter, M. (2002). "The materiality of everyday sex: kinig beyond 'prostitution’." African
Studies61(1): 99-120.

Hunter, M. (2004). From migrating men to moving women? Hisabpatterns of women's
migration, Migration Working Group, Africa Centre foellth and Population Studies, 25
Nov. 2004.

Hunter, M. (2006). "AIDS and the Changing Political Econarh$ex in South Africa: From
Apartheid to Neo-liberalism." Social Science & Medic{oader review)

Hunter, M. (2007). "The changing political economy of se$outh Africa: the significance of
unemployment and inequalities to the scale of the AIDS@aic.” Soc Sci Me@4(3):
689-700.

Jochelson, K., M. Mothibeli, et al. (1991). "Human immurfagency virus and migrant labor in
South Africa." Int J Health Se®4(1): 157-73.

Kahn, K., M. Collinson, et al. (2003). Health consequentesigration: Evidence from South
Africa's rural northeast (AgincourtConference on African Migration in Comparative
Perspective, Johannesburg, South Africa.

Kishamawe, C., D. C. Vissers, et al. (2006). "Mobilitg &V in Tanzanian couples: both mobile
persons and their partners show increased risk." 20¢15: 601-8.

Kothari, U. (2003). "Staying put and staying poor?" Journaltefhational Developmenitx(5):
645-657.

Lurie, M., A. Harrison, et al. (1997). "Circular migi@tiand sexual networking in rural
KwaZulu/Natal: implications for the spread of HIV andeatkexually transmitted
diseases." Health Transition Revi@upplement 3 to Volume 717-27.

Lurie, M. N., B. G. Williams, et al. (2003). "The impatmigration on HIV-1 transmission in
South Africa: a study of migrant and nonmigrant men aaal gartners.” Sex Transm Dis
30(2): 149-56.

Lurie, M. N., B. G. Williams, et al. (2003). "Who infeatdrom? HIV-1 concordance and
discordance among migrant and non-migrant couples in @duda." Aids 17(15): 2245-
52.

Lydie, N., N. J. Robinson, et al. (2004). "Mobility, seikb@havior, and HIV infection in an urban
population in Cameroon." J Acquir Immune Defic SyB8{1): 67-74.

Massey, D. S. (2006). Patterns and Processes of Intaralbhiligration in the Twenty-First
Century: Lessons for South Africa. Africa on the Moé&ican Migration and
Urbanisation in Comparative Perspective Tienda, S. Findley, S. Tollman and E.
Preston-Whyte. Johannesburg, Wits University Press.

Massey, D. S., A. Arango, et al. (1998). Worlds in Motidnderstanding International Migration
at the End of the MillenniunOxford, Oxford University Press.

Mbugua, G. G., L. N. Muthami, et al. (1995). "EpidemioladyHIV infection among long distance
truck drivers in Kenya." East Afr Med72(8): 515-8.

Morris, M. and M. Kretzschmar (1997). "Concurrent partn@sshnd the spread of HIV." Aids
11(5): 641-8.

Nunn, A. J., H. U. Wagner, et al. (1995). "Migration an&/Hl seroprevalence in a rural Ugandan
population.” Aids9(5): 503-6.

Perrin, L., L. Kaiser, et al. (2003). "Travel and theegiorof HIV-1 genetic variants." Lancet Infect
Dis 3(1): 22-7.

224



Pettifor, A., H. Rees, et al. (2004). HIV and Sexual Beha among Young South Africans: A
National Survey of 15-24 year olds. Pretoria, Departroéhtealth, Republic of South
Africa.

Pison, G., B. Le Guenno, et al. (1993). "Seasonal migradioisk factor for HIV infection in rural
Senegal." J Acquir Immune Defic Syrgi{P): 196-200.

Posel, D. (2004). "Have Migration Patterns in Post-apat8outh Africa Changed?" Journal of
Interdisciplinary EconomicSpecial Issue 18-4): 277-92.

Posel, D. (2005). "Sex, death and the fate of the ndReflections on the politicization of
sexuality in post-apartheid South Africa." Africa: Joumiahe International African
Institute75(2): 125 -153.

Posel, D. and D. Casale (2003). "What has been happenirtgnaailabour migration in South
Africa, 1993-1999?" The South African Journal of Economif8): 455-479.

Preston-Whyte, E. (2003). "Contexts of vulnerability: Secgrecy and HIV/AIDS." African
Journal of AIDS Resear@{2): 89-94.

Ramjee, G. and E. E. Gouws a (2002). "Prevalence of Hidhg truck drivers visiting sex
workers in KwaZulu-Natal, South Africa.” Sex Transns P9(1): 44-9.

Sabor, R. H. (1979). Economic Development and Urbandiamr: Tanzania, 1900-1970xford,
Clarendon University Press.

Selikow, T.-A., B. Zulu, et al. (2002). "The ingagara, tedte and the cherry: HIV/AIDS and
youth culture in contemporary urban townships." Ageb®l&22-32.

Shisana, O., T. Rehle, et al. (2005). South African NatibitV Prevalence, HIV Incidence,
Behaviour and Communication Survey. Cape Town, Humam&eiBesearch Council.

Shisana, O. and L. C. Simbayi (2002). Nelson Mandela/HSRC $fudliyw/AIDS: South African
National HIV Prevalence, Behavioural Risks and MassidMéddousehold Survey 2002.
Cape Town, Human Sciences Research Council.

Stark, O. (1991). The Migration of LabouwWambridge, Basil Blackwell.

Tanser, F., D. Lesueur, et al. (2000). "HIV heterogeraaity proximity of homestead to roads in
rural South Africa: an exploration using a geographicarméiion system.” Trop Med Int
Health5(1): 40-6.

Tienda, M., S. Findley, et al., Eds. (2006). Africa om bove: African Migration and Urbanisation
in Comparative Perspectivdohannesburg, South Africa, Wits University Press.
Todaro, M. P. (1976). Internal Migration in Developing Caoigst Geneva, International Labour

Office.

van der Berg, S., R. Burger, et al. (2002). Migration andtiaaging rural-urban interface in South
Africa: What can we learn from census and survey daad@ur Markets and Poverty in
South Africa, Johannesburg, South Africa, DPRU/FES.

Wawer, M. J., D. Serwadda, et al. (1991). "Dynamics ofaspof HIV-I infection in a rural district
of Uganda.” BmB036813): 1303-6.

Welz, T., V. Hosegood, et al. (2007). "Continued very higlvgdence of HIV infection in rural
KwaZulu-Natal, South Africa: a population-based longiadistudy.” Aids21(11): 1467-
72.

Williams, B. and C. Campbell (1998). "Understanding the@pic of HIV in South Africa.
Analysis of the antenatal clinic survey data." S Wid J88(3): 247-51.

Zuberi, T. and A. Sibanda (2004). "How Do Migrants Fara Rost-Apartheid South African
Labor Market?1." International Migration Revi&8(4): 1462-1491.

225



Zuma, K., E. Gouws, et al. (2003). "Risk factors for Hhfeéction among women in Carletonville,
South Africa: migration, demography and sexually transthiiiseases.” Int J STD AIDS

14(12): 814-7.
Zuma, K., M. N. Lurie, et al. (2005). "Risk factors oksally transmitted infections among

migrant and non-migrant sexual partnerships from rurallSAfitca.” Epidemiol Infect
133(3): 421-8.

226



	Camlin_Dissertation_Front.pdf
	Acknowledgements
	Chapter 1
	Introduction

	Camlin_Dissertation_Chapter4.pdf



